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Abstract

A new class of methods, based on a special type of smoothing integral
transforms, has recently been developed to solve problems concerning con-
formational optimization in computational chemistry. These methods do
not apply an optimization procedure directly to the original potential func-
tion, but trace low minima through a sequence of transformed potential
functions with decreasing level of smoothing. This work studies the integral
smoothing transforms in general and applies the theory to a class of potential
functions which are typically used by molecular mechanics and related meth-
ods for computations with large molecules. It also addresses the problems
of computational complexity of the transforms and their approximations.
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1 Introduction

Molecular mechanics and related methods are the main tools for computations with
large molecules. During the past 15 years, hundreds of studies have been done using
these methods to elucidate behavior of biologically important molecules, mostly
proteins, DNA and RNA.

Molecular mechanics is based on repeated calculation of a potential function,
called force field, which depends on coordinates of the atoms of the molecule. A
typical force field can be expressed by the following equation:

H =
∑
bonds

Sk(bk − bk,0)2 +
∑
bond
angles

B`(θ` − θ`,0)
2

+
∑

torsions

Tm[1 + cos(nmφm − δm)] +
∑

nonbonded
ij pairs

[
Aij
r12
ij

−
Cij
r6
ij

+
qiqj
Drij

]
.

(1)

Here bk is the length of the k-th bond, θ` is the angle of the `-th pair of consecutive
bonds, φm is the value of the m-th torsion, and rij is the distance between the i-th
and the j-th non-bonded atoms. A torsion is defined for every set of four atoms
{a1, . . . , a4} such that ak is bonded to ak+1 for k = 1, 2, 3. The value of the torsion
is equal to the angle between the two planes defined by coordinates of {a1, a2, a3}
and {a2, a3, a4}:

φa1

a

a

a

2

3

4

The symbols bk,0 (equilibrium length of the k-th bond), θ`,0 (equilibrium value
of the `-th bond angle), nm, δm, Aij, and Cij in (1) are constants, which are
specific to the types (orbital configurations) of atoms taking part in each particular
interaction (types of atoms do not change during computation). qi is the value
of electrostatic charge on the i-th atom, which also does not change during the
computation. D represents electrostatic properties of the environment (solvent).
Most frequently, D = 1, when solvent is explicitly included, or D = crij , where
c ≥ 1, when solvent is not present.
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The function H is a function of Cartesian coordinates of atoms in the molecule,
i.e. H : R3N −→ R, where N is the number of atoms. Thus, in this sense bk, θ`,
φm, and rij in (1) are also functions of a 3N -dimensional vector. We will write
them in the form of bk(x), θ`(x), φm(x), and rij(x) whenever we need to make this
fact explicit.

Computations with (1) spend usually a vast majority of computer time by min-
imization of the potential function. The minimization procedure is either a simple
local minimization (molecular mechanics), or a local minimization combined with
random perturbations to the conformation of the molecule (molecular dynamics).
Both methods have a common fault: they are local in the sense that they do not
move the molecule into a completely different conformation. Local minimization
cannot do it in principle and molecular dynamics can simulate only a time pe-
riod that is too short even for relatively small molecules, because of limitations of
current computers.

Global optimization methods have also been applied to chemical force fields.
Among them, the largest number of studies concern variants of the simulated an-
nealing method [1]. In principle, the simulated annealing algorithm guarantees
to find the global minimizer of the potential function, if it has enough time to
run. Nevertheless, in the search for global minima of potential functions like (1)
it spends a lot of time “inefficiently” by searching high energy regions of the state
space, which are usually highly populated with local minima [2]. While simulated
annealing suffers from its non-specificity to computational chemistry (which im-
plies its relative inefficiency), more specific methods based on decomposition of
the molecule, like “rotamers” (see [3]) or the build-up approach (see [4]) require
deep understanding of the analyzed molecule. Therefore their use is limited by the
necessary careful considerations preceding the calculation itself. This situation
opens a tantalizing challenge not only to theoretically-oriented chemists, but also
to mathematicians and computer scientists.

2 Spatial Averaging Approach

During the past few years, a new class of conformational analysis methods has
been developed [5–7]. They share the idea of minimizing a smoothed force field
instead of the original one. All these methods can be considered as special cases
of a spatial averaging template [8]. The value of a spatially averaged function in
a given point x is, if fact, obtained as a weighted sum of values of the original
function in points sampled in a neighborhood of x.
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For the sake of clarity, we need to introduce some definitions so that we can
discuss the spatial averaging transforms formally.

Notation. For every real matrix A = (aij) we define ‖A‖ to be the Euclidean
matrix norm, i.e.

‖A‖ =

√∑
i,j

a2
ij .

The symbol 0 will denote a null vector or matrix.

Definition 1. We say that a function f : Rn −→ Rn is an isometry, or an isomet-
ric transformation, if

‖f(x)− f(y)‖ = ‖x− y‖ for all x, y ∈ Rn.

The general form of a spatially averaged energy function is based on a convolu-
tion with a sampling function pΛ, where the parameter Λ characterizes the extent
of averaging,

〈H〉Λ,p,g (x) = g−1

{∫
Ω

g[H(u)]pΛ(x− u) du

}
, (2)

where
Λ is a 3N × 3N real nonsingular matrix, 1

g is a continuous real function, increasing on (−∞,∞),
pΛ is a continuous real function of 3N variables, for every Λ, and
Ω is the state space, i.e. Ω = R3N .

The functions p and g can be chosen to satisfy the following property for all
x ∈ R3N :

lim
‖Λ‖→0

〈H〉Λ,p,g (x) = H(x).

Then we can construct a sequence of transformed hypersurfaces

〈H〉Λ0
, 〈H〉Λ1

, . . . , 〈H〉Λn

(with the same p and g), which approach the shape of the original hypersurface
H. For instance, we can build the sequence by setting Λi = λiΛ0 (i = 0, 1, . . . , n),

1Pardalos, Shalloway and Xue [8] used a more general formulation, where Λ is a tensor.
However, the present definition covers all special cases which have been practically used.
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where 1 = λ0 > λ1 > · · · > λn = 0 and Λ0 is a given regular matrix (for the sake
of completeness, we have to say that 〈H〉0 ,p,g (x)

def
= H(x), as 〈H〉0 ,p,g is not defined

by (2)). Under certain conditions, the minima of H can be traced through the
sequence of the transformations.

An important class of transforms of the type (2) are those, which are invariant
to any isometric transformation of the coordinates of points (atoms) in R3. Then
we can consider them to be potential functions of a molecule (we assume that a
potential function should be independent to transitions and rotations).

Definition 2. A real nonsingular matrix A is said to be orthogonal, if

A−1 = AT.

We will use the following lemmas to represent isometric transformations of
structures in R3.

Lemma 1. A function f : Rn −→ Rn is an isometry if and only if f(x) = Ax+ b
for all x ∈ Rn, where A is an orthogonal matrix and b ∈ Rn.
Proof. See [9].

Lemma 2. If x1, . . . , xk, y1, . . . , yk ∈ R3 satisfy the condition

‖xi − xj‖ = ‖yi − yj‖ (1 ≤ i, j ≤ k),

then there exist orthogonal matrix A and vector b ∈ R3 such that

yi = Axi + b (i = 1, . . . , k).

Proof. (x1, . . . , xk) can be transformed into (y1, . . . , yk) by a sequence of transposi-
tions and rotations around the axes. As each of these elementary transformations
can be expressed in the form of x′i = Axi + b, where A is an orthogonal matrix,
the same is true also for their composition.

Definition 3. Let f : R3k −→ R3k be a linear function,

f(x) = Ax+ b (x ∈ R3k).

Then f is said to be a 3-dimensional isometry, if

A =

D 0
. . .

0 D

 , (3a)

b = ( d, d, . . . , d︸ ︷︷ ︸
k times

)T, (3b)

where D is a 3× 3 orthogonal matrix and d ∈ R3.
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From Lemma 2 it can be seen that every movement of a rigid structure of
k atoms in 3-dimensional space can be expressed by x 7−→ f(x), where f is
a 3-dimensional isometry in R3k (here x is a sequence of their coordinates, i.e.
x = (x1x, x1y, x1z, . . . , xkx, xky, xkz)). The following theorem specifies a sufficient
condition for function

〈h〉Λ,p,g (x) = g−1

{∫
Rn
g[h(u)]pΛ(x− u) du

}
(4)

to be invariant to an isometric transformation. Especially, it describes a certain
class of functions 〈h〉Λ,p,g which are invariant to 3-dimensional isometries.

Theorem 1. Let A be an orthogonal matrix of the type n × n, b ∈ Rn and let h
and pΛ be measurable real functions of n variables such that

h(Ax+ b) = h(x)

pΛ(Ax) = pΛ(x) for all x ∈ Rn.

Then

〈h〉Λ,p,g (Ax+ b) = 〈h〉Λ,p,g (x) for all x ∈ Rn,
for any increasing continuous real function g.

Proof. By (4) we have

〈h〉Λ,p,g (x) = g−1(I(x)),

where

I(x) =

∫
Rn
g[h(u)]pΛ(x− u) du .

Then

I(Ax+ b) =

∫
Rn
g[h(u)]pΛ(Ax+ b− u) du

= | detA|

∫
Rn
g[h(Av + b)]pΛ(Ax+ b− Av − b) dv ,

after the variable substitution u = Av + b. Because A is orthogonal, we have
| detA| = 1. Finally,

I(Ax+ b) =

∫
Rn
g[h(v)]pΛ(x− v) dv

= I(x).
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3 Gaussian Transforms

In the following, we will consider a special case of the spatial averaging transform
(4), which has been analyzed by Wu [7]. Here g in (4) is the identity function and
p comes from the density of a multidimensional normal distribution.

Definition 4. Let h be a measurable real function of n variables and letΛ be a real
nonsingular symmetric matrix of the type n × n. Then the Gaussian transform
〈h〉Λ is defined by

〈h〉Λ (x) = CΛ

∫
Rn
h(x− u)e−u

TΛ−2u du , (5)

or equivalently,

〈h〉Λ (x) = CΛ

∫
Rn
h(u)e−(x−u)TΛ−2(x−u) du , (6)

where Λ−2 = (ΛΛ)−1 and CΛ is a normalization constant such that

CΛ

∫
Rn
e−u

TΛ−2u du = 1. (7)

We define also 〈·〉0 as the identity transform, i.e. 〈h〉0 (x) = h(x).

From the Laplace–Gauss integral
∞∫
0

e−a
2x2

dx =
√
π

2a
(where a > 0) it is easy to

prove that

CΛ =
1

πn/2 | detΛ|
. (8)

For the case when Λ is a diagonal matrix, Wu [7] has shown that the minimizers
of 〈H〉Λ can be traced continuously through layers with decreasing values of ‖Λ‖.
This approach has been used to find potential minima for atom clusters [10] with
satisfactory results. Recently, the method has also been adapted to solve distance
geometry problems [11], which are important in determining molecular structure
from experimental data.

Our aim is to find an algorithm for efficient approximation of (5) for the poten-
tial function (1). The case when H consists of the “non-bonded” terms only has
already been analyzed in [7]. We will follow this direction to extend the theory to
the general case of (1).
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It is easy to verify that for all measurable functions h1, h2,

〈h1 + h2〉Λ = 〈h1〉Λ + 〈h2〉Λ .

Thus, if Hi denotes the potential function for the i-th interaction in (1) (i.e. Hi

corresponds to a bond, bond angle, torsion, or a non-bonded pair), we have

H =
∑
i

Hi

〈H〉Λ =
∑
i

〈Hi〉Λ.

From (1) we obtain

〈H〉Λ =
∑
bonds

Sk
〈
(bk(x)− bk,0)2

〉
Λ

+
∑
bond
angles

B`

〈
(θ`(x)− θ`,0)

2
〉
Λ

+
∑

torsions

Tm[〈1〉Λ + 〈cos(nmφm(x)− δm)〉Λ]

+
∑

nonbonded
ij pairs

Aij
〈
1/r12

ij (x)
〉
Λ
− Cij

〈
1/r6

ij(x)
〉
Λ

+ qiqj 〈1/[D(x)rij(x)]〉
Λ
.

whereD(x) is either constant orD(x) = crij(x), rij(x) = ‖xi−xj‖, bk(x) = rikjk(x),
where ik and jk are indices of the atoms connected by the k-th bond, and c > 0.
After multiplication, we get

〈H〉Λ =
∑
bonds

Sk
[〈
b2
k(x)

〉
Λ
− 2bk,0 〈bk(x)〉Λ + b2

k,0 〈1〉Λ
]

+
∑
bond
angles

B`

[〈
θ2
` (x)

〉
Λ
− 2θ`,0 〈θ`(x)〉Λ + θ2

`,0 〈1〉Λ
]

+
∑

torsions

Tm[〈1〉Λ + 〈cos(nmφm(x)− δm)〉Λ]

+
∑

nonbonded
ij pairs

Aij
〈
1/r12

ij (x)
〉
Λ
− Cij

〈
1/r6

ij(x)
〉
Λ

+ qiqj 〈1/[D(x)rij(x)]〉Λ,

(9)

where 〈1〉Λ = CΛ

∫
R3N

e−u
TΛ−2u du = 1.
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Notation. We use u.v to denote the scalar product of vectors u and v. We also
write u2 = u.u = ‖u‖2 . The expression a× b means the vector product of vectors
a and b.

From (9) it can be seen that the computation of 〈H〉Λ can be reduced to eval-
uation of the following basic functions:〈

rpij(x)
〉
Λ

(p = −12,−6,−2,−1, 1, 2) (10a)〈
θpijk(x)

〉
Λ

(p = 1, 2) (10b)

〈cos(nmφijkl(x) + δm)〉
Λ

(m = 1, 2, . . . ) (10c)

where

cos θijk(x) =
(xi − xj).(xk − xj)

rij rjk
,

cosφijkl(x) =
[(xj − xk)× (xi − xj)].[(xk − xl)× (xj − xk)]

rij r
2
jk rkl sin θijk(x) sin θjkl(x)

,

and rij = rij(x) = ‖xi − xj‖.
The following theorem gives a sufficient condition for the Gaussian transform

to “make sense” for molecular force fields, i.e. to be invariant to isometric trans-
formations in R3.

Theorem 2. Let Λ be a 3k × 3k diagonal matrix,

Λ = diag(λ1, λ1, λ1, λ2, λ2, λ2, . . . , λk, λk, λk), where λi > 0 (i = 1, . . . , N).
(11)

If f : R3k −→ R3k is a 3-dimensional isometry and h : R3k −→ R3k is a measurable
function, which is invariant to f , then the function 〈h〉Λ is also invariant to f .

Proof. It is sufficient to verify the requirements of Theorem 1 for pΛ(x) = e−x
TΛ−2x.

Let f(x) = Ax+b, whereA and b are given by (3). Then for any x = (x1, . . . , xk) ∈ R3k,

pΛ(Ax) = e−(Ax)TΛ−2(Ax) = e−x
TATΛ−2Ax

= exp
{
−
∑k

i=1
xT
iD

T
[
diag(λ2

i , λ
2
i , λ

2
i )
]−1

Dxi

}
by (3a)

= exp

{
−
∑k

i=1

1

λ2
i

xT
iD

TDxi

}
= exp

{
−
∑k

i=1

1

λ2
i

xT
ixi

}
as D is orthogonal

= e−x
TΛ−2x = pΛ(x).
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The simplest kind of the Gaussian transformation is the case when

Λ = diag(λ, λ, . . . , λ︸ ︷︷ ︸
n times

), where λ > 0,

〈h〉Λ (x) = 〈h〉λ (x) = Cλ

∫
Rn
h(x− u)e−‖u‖

2/λ2

du , (12)

where

Cλ

∫
Rn
e−‖u‖

2/λ2

du = 1. (13)

This type of transformation is called isotropic, as it averages the values of the
potential function equally in all directions.

Anisotropic transformations (i.e. those, which are not isotropic) may also be
of use in practical computations. For instance, the λi values in (11) assigned to
the atoms of solvent can be different from the values for the atoms of a target
molecule. Similarly, we can emphasize the motion of the atoms in the reaction
center of an enzyme by assigning lower λi values to them than to the rest of the
molecule.

4 Computational Feasibility

It is not practical to compute the values of a spatially averaged potential function
directly by (9). The advantage of working with a spatially averaged hypersurface
would easily be outweighted by the multidimensional numerical integration at ev-
ery point of computation. For instance, computation of a transformed torsional
term (10c) results in a 12-dimensional integration. We need a fast approximation
of the transformed functions (10) to be able to apply the method to real problems.

The simplest approach to the approximation is to tabulate the transformed
function for a grid of points. However, using the partial separability (9) only, we
have to consider tables up to 12 dimensions for a function of the type (1), as the
value of every torsion φm depends on 3 × 4 coordinates. If the transformation
is invariant to 3-dimensional isometries (especially if it is of the type considered
in Theorem 2), then it is sufficient to tabulate its value for only those elementar
structures, which are in some “standard” position, like the first atom in the origin
of coordinates, the second on the x axis and the third in the xy plane.
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Even with this simplification, we still need tables of 6 dimensions. We will
discuss some ideas, which could potentially overcome this difficulty at the end
of this work. Here we will concentrate only on computation of a single value of
〈H〉Λ (x), which makes a baseline for any kind of approximation.

In the derivations, we will need the following formula:

∞∫
−∞

e−a
2x2+bx dx =

√
π

a
eb

2/(4a2) (a > 0), (14)

which can easily be derived from the Laplace–Gauss integral.

Lemma 3. Let a > 0 and v = (v1, . . . , vn) be an n-dimensional real vector. Then∫
Rn
e−a

2x2+v.x dx =
πn/2

an
ev

2/(4a2). (15)

Proof. ∫
Rn
e−a

2x2+v.x dx =

∫
Rn

exp
[∑n

i=1
−a2x2

i + vixi

]
dx

=
n∏
i=1

∞∫
−∞

e−a
2t2+vit dt

=
n∏
i=1

√
π

a
ev

2
i /(4a

2) by (14)

=
πn/2

an
exp

[
1

4a2

n∑
i=1

v2
i

]

=
πn/2

an
ev

2/(4a2).
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Let h be a real function, which depends on coordinates of k atoms:

xi = (xix, xiy, xiz) (i = 1, . . . , k).

Then for any matrix Λ of the type (11) we have

〈h〉Λ (x1, . . . , xk) = CΛ,k J(x),

where

J(x) =

∫
R3k

h(x− u)e−
∑k
i=1 ‖ui‖

2/λ2
i du ,

CΛ,k = π−
3k
2

k∏
i=1

λ−3
i by (8).

We suppose that function h does not change its value when the atoms are
shifted in R3 (i.e. it depends only on the relative position of the atoms), which is
the case of all terms in (1). Then there exists a function h̄ : R3(k−1) −→ R such
that for all x = (x1, . . . , xk) ∈ R3k,

h(x1, x2, . . . , xk) = h̄(x2 − x1, x3 − x1, . . . , xk − x1).

Under this assumption we can reduce the 3k-dimensional integral J(x) to an inte-
gral of 3(k − 1) dimensions. We have

J(x) =

∫
R3k

h(x− u)e−
∑k
i=1 u

2
i /λ

2
i du

=

∫
R3k

h̄
(
(x2 − u2)− (x1 − u1), . . . , (xk − uk)− (x1 − u1)

)
e−

∑k
i=1 u

2
i /λ

2
i du

=

∫
R3k

h̄
(
(x2 − x1)− (u2 − u1), . . . , (xk − x1)− (uk − u1)

)
e−

∑k
i=1 u

2
i /λ

2
i du .

Let vk = u1, vi = ui+1 − u1 (i = 1, . . . , k − 1) (i.e. ui = vi−1 + vk for i = 2, . . . , k)
and x̄ = (x2 − x1, x3 − x1, . . . , xk − x1). Then

J(x) =

∫
R3k

h̄(x̄1 − v1, . . . , x̄k−1 − vk−1) exp
[
− 1
λ2

1
v2
k −

∑k−1

i=1

1
λ2
i+1

(v2
i + 2vi.vk + v2

k)
]
dv

=

∫
R3(k−1)

h̄(x̄1 − v1, . . . , x̄k−1 − vk−1) exp
[
−
∑k−1

i=1

1
λ2
i+1
v2
i

]
×

{∫
R3

exp
[
−
(∑k

i=1

1
λ2
i

)
v2
k − 2

(∑k−1

i=1

1
λ2
i+1
vi

)
.vk

]
dvk

}
dv1 · · · dvk−1 .
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From (15) we obtain

J(x) =
[π
σ

] 3
2

∫
R3(k−1)

h̄(x̄1 − v1, . . . , x̄k−1 − vk−1)

× exp

[
1

σ

(∑k−1

i=1

1
λ2
i+1
vi

)2

−
∑k−1

i=1

1
λ2
i+1
v2
i

]
dv1 · · · dvk−1 ,

(16)

where σ =
∑k

i=1
1
λ2
i
.

The formula (16) can be directly employed to reduce the computational cost
of transformed functions (10b) and (10c). In such a way we obtain a 6-dimesional
integral instead of a 9-dimensional one for a bond angle term and a 9-dimensional
integral instead of a 12-dimensional one for a torsional term.

Now we can apply (16) to an important special case when h is a pairwise
distance function, i.e. h : R6 −→ R, h(x1, x2) = g(‖x1 − x2‖), where g is a one
dimensional real function. In this case,

h̄(y) = h(0 , y) = g(‖y‖) (y ∈ R3).

By substitution k = 2 in (16) we obtain

J(x1, x2) =
[π
σ

] 3
2

∫
R3

h̄(x̄− v1) exp

(
1

σλ4
2

v2
1 −

1

λ2
2

v2
1

)
dv1

=
[π
σ

] 3
2

∫
R3

h̄(x̄− v1) exp

[
v2

1

1

σλ2
2

(
1

λ2
2

− σ

)]
dv1 , (17)

where σ = 1
λ2

1
+ 1

λ2
2
, x̄ = x2 − x1.

Using the equivalence σ =
λ2

1+λ2
2

λ2
1λ

2
2
, we can rearrange the argument of the expo-

nential function in (17) as follows:

1

σλ2
2

(
1

λ2
2

− σ

)
=

1

σλ2
2

(
1

λ2
2

−
λ2

1 + λ2
2

λ2
1λ

2
2

)
=

1

σλ2
2

λ2
1 − λ

2
1 − λ

2
2

λ2
1λ

2
2

=

= −
1

σ

1

λ2
1λ

2
2

= −
λ2

1λ
2
2

λ2
1 + λ2

2

1

λ2
1λ

2
2

= −
1

λ2
1 + λ2

2

.
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Thus, we have

J(x1, x2) =
[π
σ

] 3
2

∫
R3

h̄(x̄− v1) exp

(
−

1

λ2
1 + λ2

2

v2
1

)
dv1

= π
3
2

[
λ1λ2√
λ2

1 + λ2
2

]3 ∫
R3

h̄(x̄− v1) exp

(
−

1

λ2
1 + λ2

2

v2
1

)
dv1

= π
3
2

[
λ1λ2√
λ2

1 + λ2
2

]3 ∫
R3

g(‖x2 − x1 − v1‖) exp

(
−

1

λ2
1 + λ2

2

‖v1‖
2

)
dv1 ,

(18)

which is the expected symmetric formula.

5 Approximations

In the previous section we saw that the direct computation of the transformation
〈H〉Λ is impractical and its precomputation results in tables of several dimensions.
The main difficulty consists in transformation of torsional terms (10c), which re-
quires 6-dimensional tables. A suitable approximation of this part of computation
would clearly make our approach more useful.

A classical way how to simplify a chemical force field is to consider approxima-
tions, which hold only in a neighborhood of equilibrium state(s) of the molecule.
This can easily be applied to computation of 〈h〉Λ (x1, x2, x3, x4), where h is a
bounded function of the torsional angle x1–x2–x3–x4. If bond lengths (‖xi−xi+1‖,
i = 1, 2, 3) and bond angles (] xi–xi+1–xi+2, i = 1, 2) are close enough to their
equilibrium values, we can approximate 〈h〉Λ by

〈h〉Λ (x1, x2, x3, x4) ≈ 〈h〉Λ (x′1, x
′
2, x
′
3, x
′
4), (19)

where ] x′1–x′2–x′3–x′4 = ] x1–x2–x3–x4 and bond lengths ‖x′i − x
′
i+1‖ (i = 1, 2, 3),

as well as bond angles ] x′i–x′i+1–x
′
i+2 (i = 1, 2) have the equilibrium values of the

given quadruple of atom types.
If bond lengths and bond angles in x1–x2–x3–x4 are far from equilibrium, then

almost any approximation is valid: in this case the torsional term forms only a
small fraction of the contribution of x1–x2–x3–x4 to the force field, as the terms
for bond lengths and/or bond angles strongly dominate. One of the simplest

14



approximations possible is

〈h〉Λ (x) ≈ h(x).

In order to approximate 〈h〉Λ (x) for intermediate states, we can use some combi-
nation of simple approximations, like

〈h〉Λ (x) ≈ α(x, x′)h(x) + (1− α(x, x′)) 〈h〉Λ (x′), (20)

where x′ = (x′1, x
′
2, x
′
3, x
′
4) has the same meaning as in (19) and α(x, x′) is a simple

metric such that 0 ≤ α(x, x′) ≤ 1.
It can be seen that we need only a one-dimensional look-up table (for 〈h〉Λ (x′))

to compute the torsional term approximation (20) efficiently. Nevertheless, we
generally need a separate table for each torsion in the molecule. The large ensemble
of tables can be handled efficiently, as we can link torsions to the corresponding
tables at the beginning of computation, provided that there is enough fast memory
available.
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